**Dropout :** <https://towardsdatascience.com/simplified-math-behind-dropout-in-deep-learning-6d50f3f47275>

**Checkpoints :** <https://medium.com/swlh/a-high-level-overview-of-keras-modelcheckpoint-callback-deae8099d786>

**Purge/ embargo :** <https://blog.quantinsti.com/cross-validation-embargo-purging-combinatorial/>

**Batch normalization:** <https://machinelearningmastery.com/how-to-accelerate-learning-of-deep-neural-networks-with-batch-normalization/>

**Gaussian noise:** <https://machinelearningmastery.com/how-to-improve-deep-learning-model-robustness-by-adding-noise/>